APPLICATION OF A GENETIC ALGORITHM TO SEARCH FOR THE OPTIMAL CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE WITH WEIGHT DISTRIBUTION

In the past decade, a new way in neural networks research called Network architectures search has demonstrated noticeable results in the design of architectures for image segmentation and classification. Despite the considerable success of the architecture search in image segmentation and classification, it is still an unresolved and urgent problem. Moreover, the neural architecture search is also a highly computationally expensive task. This work proposes a new approach based on a genetic algorithm to search for the optimal convolutional neural network architecture. We integrated a genetic algorithm with standard stochastic gradient descent that implements weight distribution across all architecture solutions. This approach utilises a genetic algorithm to design a sub-graph of a convolution cell, which maximises the accuracy on the validation set. We show the performance of our approach on the CIFAR-10 and CIFAR-100 datasets with a final accuracy of 93.21% and 78.89%, respectively. The main scientific contribution of our work is the combination of genetic algorithm with weight distribution in the architecture search tasks that achieve similar to state-of-the-art results on a single GPU.
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Evolution-based method for NAS has been used in lots of works, for instance [7] and [8], but without weight distribution. This study presents a genetic approach to optimise the convolutional neural network architecture on the validation set. Our work utilises the search space, defined by [4], and presents a convolution cell as a directed acyclic graph (DAG) with a fixed-length list of integers that are used to describe the DAG structure [9].

**Benchmark datasets**

The data used in the experiment is CIFAR-10, and CIFAR-100 datasets [10]. The CIFAR-10 dataset consists of 60000 32×32 colour images in 10 classes, with 6000 images per class. The CIFAR-100 dataset is just like the CIFAR-10, except it has 100 classes containing 600 images each with 500 training images and 100 testing images per class. We pre-processed the data by normalising all images. Fig. 1 introduces instances of datasets.

![Fig. 1. Instances of the CIFAR-10 and CIFAR-100 datasets](image)

**A genetic approach to an architecture search**

The main idea of our application is to combine evolution search with weight distribution. Having used ENAS search space, we present a convolutional cell as DAG, where each node represents an operation, and the edges – tensors. Additionally, we utilised the ENAS’s primary attribute – parameter sharing, however, applied it only to the weights across all the child networks. The convolution search space exploits the idea that the same cell repeats several times, which is a standard practice in NAS [11].

**Data:** current_population \( x_p \);

**Result:** sampled_individual \( x_s \);

\[ x_s, x_i = \text{sampling}(x_p) \]

\[ x_s, x_i = \text{crossover}(x_s, x_i) \]

\[ x_s = \text{mutation}(x_s) \]

![Fig. 2. The process of sampling](image)

**Data:** import dataset;

**Result:** initialise network_architecture_weights;

**for** each_epoch **do**

**for** each_batch **do**

sample random_child_model from population;

forward_pass;

backward_pass;

end

**generate** next_generation from population;

**for** each_child in next_generation **do**

set child_architecture;

evaluate architecture_accuracy;

end

**update** population using replacement;

end

![Fig. 3. Application of the GA](image)
We integrated the GA search with an SGD algorithm, for efficient architecture search. We also utilised weight distribution in order to reduce the number of training all child networks from scratch. The weight distribution requires the model coefficient to be adaptable to network architecture change. Such an approach requires an update of all the weights. We provide a sampling of different architectures from the current population in each batch to achieve the weights update. The process of sampling consists of three steps: 1) select randomly two individuals from the current population, 2) provide cross-over followed by a mutation that applied to the first offspring and 3) return a result. Fig. 2 presents the algorithm of the sampling process of our approach.

After completing the training process of one epoch, a new generation is created from the current population, using the following three steps: selection, crossing, and mutation. Once all individuals are established, the current population is then updated with the replacement method [12]. Fig. 3 shows the training process for our approach.

**Training**

First of all, we present an ablation study of genetic search on the CIFAR-10 dataset. Then, we show the performance of our application on the CIFAR-10 and CIFAR-100 datasets and describe the process of an architecture search. All calculations are performed with a single NVIDIA GTX 1080 graphics processing unit using machine learning framework TensorFlow v. 1.13.0 [13]. We applied a weight decay of 0.0001 with dropout probability of 0.3 [14]. The batch size is set to 256 images per gradient update [15].

**The implementation of ablation study**

The ablation study [16] was performed on CIFAR-10 dataset with a small model with convolutional cells of 2. In the first cell, the number of channels is 20. The momentum of the SGD optimiser is 0.9. To design a convolutional cell, we set 5 blocks. We also randomly selected 1000 images from the validation set to evaluate each individual from the total generation, which size is 20. On the whole, the training process took 320 epochs. Fig. 4 demonstrates the results of ablation study.

![Fig. 4. Final search result over different parameters of the genetic algorithm: a) population size; b) mutation](image)

Fig. 4,a shows the accuracy distribution depending on the population size. Higher population value leads to lower performance, which is caused by high population variability. However, low population size also leads to a decrease in accuracy, which reduces the ability of GA to explore new solutions. Fig. 4,b shows the result of a search depending on various mutation probabilities. From fig. 4, b, a high probability of mutation leads to poor performance. In terms of architecture search, the high probability of mutation increases the variability of the convolutional architecture, which also reduces the ability of GA to explore better solutions. Both population size and mutation probabilities represent a compromise between exploration and exploitation. Not only this trade-off affects the genetic search but also that SGD optimisation since we sample a different architecture for each gradient update from the current population.

**Results of the experiments**

Foremost, we provided experiments on the CIFAR-10 dataset. The hyper-parameters selected are based on the ablation study, where the mutation probability is 0.02, and the population size is 20. The values of other hyperparameters are equal to the results of the ablation study.

Fig. 5,a shows the distribution of min accuracy, max accuracy and mean accuracy of the population depending on the numbers of epochs. Error bar points the standard deviation of the population accuracy on the subset of the validation set. Fig. 5,b presents the number of new individuals inserted into the population at the end of each epoch. Having found the best architecture, we train the model from scratch for 600 epochs in total. The model in the final stage has four convolutional cells. The number of channels is increased to 48. For regularisation, we apply drop-path with a drop probability of 0.9. Table 1 presents the result of the final training.
Fig. 5. The architecture search on the CIFAR-10 dataset: a) population mean accuracy; b) number of updates in population

Fig. 6. Compare a population metric on a subset of a validation dataset to the best model’s accuracy across the entire validation CIFAR-100 dataset

Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BayesNAS [2]</td>
<td>95.63%</td>
</tr>
<tr>
<td>ENAS [4]</td>
<td>96.46%</td>
</tr>
<tr>
<td>DART+ [5]</td>
<td>97.06%</td>
</tr>
<tr>
<td>Our model</td>
<td>93.21%</td>
</tr>
</tbody>
</table>

Table 1 compares the result on CIFAR-10 on a set of different human-designed networks and a set of search algorithms. We achieved an accuracy of 93.21% on the validation-set of CIFAR-10 dataset.

We performed the same architecture search on the CIFAR-100 dataset with the same hyperparameters as in the previous experiment. In order to fit into GPU memory, the number of channels in the search was to 48, and the batch size was reduced to 128. Fig. 6 describes the search results.

Fig. 6 shows a slight difference between the maximum accuracy of the population measured on a subset of a validation set and the best accuracy measured on a whole validation set. This slight difference indicates the high accuracy of prediction on a subset of the validation dataset. After finding the optimal architecture, we conducted a final training session with the same hyperparameters used on the CIFAR-10 dataset. The result of the final training on the CIFAR-100 dataset is 78.89%.

**Conclusion**

This study proposes a new approach based on genetic algorithms to search for optimal convolutional neural network architectures. In order to reduce search time, we implemented weight distribution to the approach. In this work, we also utilised ablation study to compromise exploration and exploitation that are inherent in genetic algorithms. Our work shows that ablation study demonstrates a significant effect on the validation accuracy, which can be considered as regularisation. We conducted experiments on the CIFAR-10 and CIFAR-100 datasets and achieved a final accuracy of 93.21% and 78.89% on the CIFAR-10 and CIFAR100 validation sets, respectively. The main contribution of our work is the combination of genetic algorithm with weight distribution in the architecture search tasks that achieve similar to state-of-the-art results on a single GPU.
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